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Abstract - Numerical Analysis, Hill Climbing is a mathematical optimization technique that belongs to the local search family. It is an 

iterative algorithm that starts with an arbitrary solution to a problem and then tries to find a better solution by making an incremental 

change to the solution. If the change produces a better solution, another incremental change is made to the new solution, and so on until 

no further improvements can be found. Hill-climbing algorithm is a local search algorithm that continuously moves upward (increasing) 

until the best solution is reached. This algorithm terminates when the peak is reached. The state space diagram provides a graphical 

representation of the states and the optimization function. When the objective function is the y-axis, we try to find the local maximum 

and the global maximum. Hill climbing is useful for effective operation of robotics. It enhances the coordination of different systems 

and components in robots. 

 

Index Terms - Hill climbing, Local Maximum, Global Maximum, Ridges, Robotics, Job planning.  

 

Introduction Hill Climbing: 

In numerical analysis, hill climbing is a mathematical optimization technique that belongs to the local search family. It is an iterative 

algorithm that starts with an arbitrary solution to a problem then tries to find a better solution by making an incremental change to the 

solution. If the change leads to a better solution, another incremental change is made to the new solution, and so on until no further 

improvements can be found. 

 
 

Mathematical Description: 

Hill climbing attempts to maximize (or minimize) an objective function f(x), where x is a vector of continuous and/or discrete values. 

At each iteration, hill climbing adjusts a single element in x and determines whether the change improves the value of f(x) (this is 

different from gradient descent methods, where all values in x are adjusted at each iteration according to the gradient of the hill) In hill 

climbing, any change that improves the value of f(x) is accepted, and the process continues until no more change can be found that 

improves the value of f(x). Then x is said to be "locally optimal." In discrete vector spaces, each possible value for x can be visualized 

as a vertex in a graph. In hill climbing, the graph is traced from vertex to vertex, always locally increasing (or decreasing) the value of 

f(x) locally until a local maximum (or local minimum) xm is reached. 

Ridges and Alleys 

Ridges are a challenging problem for hill climbers that optimize in continuous spaces. Because hill climbers only adjust one element in 

the vector at a time, each step will move in an axis-aligned direction. If the target function creates a narrow ridge that ascends in a non-

axis-aligned direction (or if the goal is to minimize, a narrow alley that descends in a non-axis-aligned direction), then the hill climber 

can only ascend the ridge (or descend the alley) by zig-zagging. If the sides of the ridge (or alley) are very steep, then the hill climber 

may be forced to take very tiny steps as it zig-zags toward a better position. Thus, it may take an unreasonable length of time for it to 

ascend the ridge (or descend the alley). 

By contrast, gradient descent methods can move in any direction that the ridge or alley may ascend or descend. Hence, gradient descent 

or the conjugate gradient method is generally preferred over hill climbing when the target function is differentiable. Hill climbers, 

however, have the advantage of not requiring the target function to be differentiable, so hill climbers may be preferred when the target 

function is complex. 

https://en.wikipedia.org/wiki/Ridge_(differential_geometry)
https://en.wikipedia.org/wiki/Conjugate_gradient_method
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Characteristics of a Hill-Climbing-Algorithm 

A hill-climbing algorithm has four main characteristics: 

1. It uses a greedy approach, that is, it moves in a direction where the cost function is optimized. The greedy approach allows the  

algorithm to find local maxima or minima. 

2. No backtracking: a hill-climbing algorithm works only with the current state and subsequent states (future). It does not consider the 

previous states. 

3. Feedback mechanism: the algorithm has a feedback mechanism that helps it determine the direction of movement (uphill or downhill). 

The feedback mechanism is improved by the generation and testing technique. 

4. Incremental change: The algorithm improves the current solution by incremental changes. 

State-space diagram analysis 
A state space diagram provides a graphical representation of states and the optimization function. When the objective function 

represents the y-axis, it attempts to determine the local maximum and the global maximum. 

When the cost function represents the y-axis, the local minimum and global minimum are sought. For more information on local 

minimum, local maximum, global minimum, and global maximum, click here. 

The following diagram shows a simple state space diagram. The objective function is shown on the y-axis, while the state space is the 

x-axis. 

 
A state space diagram consists of different regions, which can be explained as follows; 

- Local Maximum: A local maximum is a solution that outperforms other neighboring solutions or states, but is not the best possible 

solution. 

- Global Maximum: This is the best possible solution that the algorithm achieves. 

- Current State: This is the existing or current state. 

- Flat Local Maximum: This is a flat area where the neighboring solutions reach the same value. 

- Shoulder: This is a plateau whose edge extends upwards. 

Problems with hill climbing 
There are three areas where a hill-climbing algorithm cannot reach a global maximum or the optimal solution: local maximum, ridge, 

and plateau. 

Local Maximum 

At this point, the neighboring states have lower values than the current state. The greedy approach function will not move the algorithm 

to a worse state. This leads to the termination of the hill-climbing process, even though this is not the best possible solution. 

This problem can be solved with the help of Momentum. In this technique, a certain fraction (m) of the initial weight is added to the 

current weight. m is a value between 0 and 1. Momentum allows the hill-climbing algorithm to make large steps that take it past the 

local maximum. 

Plateau 
In this region, the values reached by the neighboring states are the same. This makes it difficult for the algorithm to choose the best 

direction. 

This challenge can be overcome by making a large jump that takes you to a space without a plateau.  
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Ridge 

The hill-climbing algorithm can terminate itself when it reaches a ridge. This is because the peak of the ridge is followed by a downward 

movement rather than an upward movement. 

This obstacle can be solved by going in different directions at the same time. 

Types of hill climbing algorithms 

Simple hill climbing 
This is a simple form of Hill Climbing in which neighboring solutions are evaluated. If the nearest neighbor state has a higher value 

than the current state, the algorithm moves. The neighboring state is then set as the current state. 

This algorithm is time-saving and requires little computational power. However, the solutions generated by the algorithm are not 

optimal. In some cases, an optimal solution cannot be guaranteed. 

Algorithm 

- Perform an evaluation of the current state. Stop the process and indicate success if it is a target state. 

- Perform a loop on the current state if the evaluation in step 1 did not yield a target state. 

- Continue looping to reach a new solution. 

- Evaluate the new solution. If the new state has a higher value than the current state in steps 1 and 2, mark it as the current state. 

- Continue with steps 1 to 4 until a target state is reached. If this is the case, the process is terminated. 

Steepest - Ascent Climbing 
This algorithm is more advanced than the simple hill-climbing algorithm. It selects the next node by evaluating the neighboring nodes. 

The algorithm moves to the node closest to the optimal or target state. 

Algorithm 

- Performs an evaluation of the current state. Stops the process and indicates success if it is a target state. 

- Performs a loop on the current state if the evaluation in step 1 did not yield a target state. 

- Continue looping to reach a new solution. 

- A state (X) is set so that the successors of the current state have higher values than it. 

- Execute the new operator and generate a new solution. 

- Evaluate this solution to determine if it is a target state. If it is, terminate the program. Otherwise, compare it to the state (X). 

- If the new state has a higher value than state (X), set it as X. The current state should be set to target if the state (X) has a higher 

value than the current state. 

Stochastic hill climbing 
In this algorithm, the neighboring nodes are selected randomly. The selected node is evaluated to determine the degree of 

improvement. The algorithm moves to this neighboring node if it has a higher value than the current state. 

Stochastic hill climbing 

In this algorithm, the neighboring nodes are selected randomly. The selected node is evaluated to determine the degree of 

improvement. The algorithm moves to that neighboring node if it has a higher value than the current state. 

Steepest Ascent Climbing: 
Algorithm for Steepest Ascent Hill Climbing : 

- Evaluate the initial state. If it is a target state, the algorithm stops and returns success. Otherwise, the initial state becomes the current 

state. 

- Repeat these steps until a solution is found or the current state does not change anymore 

- Choose a state that has not yet been applied to the current state. 

- Initialize a new 'best state' that matches the current state and apply it to create a new state. 

- Follow these steps to evaluate the new state 

- If the current state is a target state, then stop and return success. 

- If it is better than the best state, then make it the best state, otherwise continue the loop with another new state. 

- Make the best state the current state and go to step 2 of the second point. 

- Finish the function. 

State Space diagram for Hill Climbing 
- X-axis: denotes the state space, i.e., the states or configurations that our algorithm can reach. 

- Y-axis: indicates the values of the objective function corresponding to a given state. 

The best solution is a state space where the objective function has a maximum value (global maximum). 

 
Different regions in the state space diagram: 
- Local maximum: This is a state that is better than its neighboring state, but there is a state that is better than it (global maximum). 

This state is better because the value of the objective function here is higher than its neighbors. 

- Global maximum: this is the best possible state in the state space diagram. The reason is that the objective function has the highest 

value at this stage. 

- Plateau/apartment local maximum: This is a apartment region of the state space where neighboring states have the same value. 
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- Ridge: It is an area that is higher than its neighbors but has a slope itself. It is a special form of a local maximum. 

- Current State: The region of the state space diagram in which we are currently located during the search. 

- Shoulder: It is a plateau that has a rising edge. 

Applications of hill climbing algorithm 

Marketing 

A hill-climbing algorithm can help a marketing manager develop the best marketing plans. This algorithm is often used in solving 

traveling salesman problems. It can help optimize the distance traveled and improve the travel time of sales team members. The 

algorithm helps to determine the local minima efficiently. 

Robotics 

Hill climbing is useful for the effective operation of robots. It improves the coordination of various systems and components in robots. 

Job planning 

The Hill Climbing algorithm has also been applied to job scheduling. This is a process in which system resources are allocated to 

different tasks within a computer system. Job scheduling is achieved by migrating jobs from one node to a neighboring node. A hill-

climbing procedure helps to determine the correct migration route. 
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