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Abstract: Service-based frameworks that are alertly created at runtime to give perplexing, versatile usefulness are as of now one of 

the principle advancement standards in programming designing. On the other hand, the Quality of Service (QoS) conveyed by these 

frameworks remains an essential concern and should be overseen in a similarly versatile and unsurprising way. To address this 

demand, we present a novel; instrument bolstered structure for the advancement of versatile Service based frameworks called 

QoSMOS (QoS Management and Optimization of Service-based frameworks). QoSMOS can be utilized to create Service based 
frameworks that accomplish their QoS necessities by powerfully adjusting to changes in the framework state, environment, and 

workload. QoSMOS Service based frameworks interpret abnormal state QoS prerequisites determined by their chairmen into 

probabilistic fleeting rationale formulae, which are then formally and naturally investigated to recognize and uphold ideal 

framework setups. The QoSMOS self-adjustment component can deal with dependability and execution-related QoS prerequisites 

and can be coordinated into recently created arrangements or legacy frameworks. The viability and adaptability of the methodology 

are approved utilizing reenactments and an arrangement of analyses in light of an execution of a versatile Service based framework 

for remote medicinal help. 

 

Index Terms-: Service-based frameworks, QOS, Hidden Markov Model, Optimization, and Testing. 

 
I. INTRODUCTION 

Service-based frameworks are assuming an inexorably important part in application spaces extending from examination and 

therapeutic services to resistance and aviation. Constructed through the dynamic structure of inexactly coupled services offered by 

free suppliers, SBSs are working in situations described by persistent changes to necessities, a condition of segment services and 

framework utilization profiles. In this connection, the capacity of SBSs to conform their conduct because of such changes through 

self-adjustment has turned into a promising exploration course. A few ways to deal with architecting versatile programming 

frameworks (i.e., programming frameworks that reconfigure themselves by changes in their necessities and/or environment) have 

effectively shown up in writing. These methodologies include the utilization of smart control circles that gather data about the 

current condition of the framework, settle on choices and after that change the framework as vital. Elective methodologies 
characterize self-versatile architectures that imitate the conduct of natural frameworks, where the worldwide, complex conduct 

rises out of the 

Accomplishing and keeping up very much characterized Quality of Service (QoS) properties in a changing situation speaks to a 

critical test for self-adjusting architectures. Service-based frameworks are all around situated to address these difficulties, as the 

misuse of their distinctive synthesis designs can speak to a productive approach to accomplish self-adaptation architectures. 

Consider, for instance, an exceedingly dynamic framework where the arrangement of discoverable services may change after 

some time, either in light of the fact that service suppliers distribute (or pull back) service depictions, or on the grounds that the 

accessibility of specific services may differ as per the clients area or to the system network. In this settings, a more substantial or 

productive service may get to be accessible, and subsequently self-adjustment may permit its utilization to enhance the general 

QoS. A further case is that, in light of the increment of the number of clients simultaneously getting to the framework, the reaction 

time experienced by a client could turn out to be too high. For this situation, the framework ought to receive suitable 
reconfiguration procedures, (for example, utilizing more computational assets or changing service suppliers) to handle the tops in 

the workload. In this manner, a vast exploration exertion has been given to the definition and investigation of QoS properties in 

SBS frameworks. As delineated by the review of related methodologies later in this area, normal QoS properties connected with 

SBSs incorporate operation cost on one hand, and probabilistic quality characteristics, for example, accessibility, unwavering 

quality and notoriety [1] then again among these QoS properties, the service of probabilistic quality. A further case is that, in light 

of the increment of the number of clients simultaneously getting to the framework, the reaction time experienced by a client could 

turn out to be too high. For this situation, the framework ought to receive suitable reconfiguration procedures, (for example, 

utilizing more computational assets or changing service suppliers) to handle the tops in the workload. In this manner, a vast 

exploration exertion has been given to the definition and investigation of QoS properties in SBS frameworks. As delineated by 

the review of related methodologies later in this area, normal QoS properties connected with SBSs incorporate operation cost on 

one hand, and probabilistic quality characteristics, for example, accessibility, consistent quality, and notoriety. 

II. MOTIVATION 

Service-based systems (SBSs) are performing an increasingly important role in application domains ranging from research and 

healthcare to defense and aerospace. Built through the dynamic composition of loosely coupled services offered by independent 

providers, SBSs are operating in environments characterized by continual changes to requirements, state of component services 

and system usage profiles. 

 

Research development challenges- The motivation to develop The QoSMOS framework is, it supports the practical realization 

of adaptive SBS architectures utilizing two complementary mechanisms. The first mechanism consists of selecting the services 

that compose a QoSMOS service-based system dynamically. Given a set of functionally equivalent services for each component 
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of an SBS, QoSMOS selects those services whose reliability, performance and cost guarantee the realization of the QoS 

requirements for the system. 
 

Overview of the solution- A hidden Markov model can be considered a generalization of a mixture model where the hidden 

variables (or latent variables), which control the mixture component to be selected for each observation, are related through a 

Markov process rather than independent of each other. 

 

Black box testing plays an important role in software testing; it aid in overall functionality validation of the system. Black box 

testing is done based on clients'   specifications -so any incomplete or unpredictable requirements can be easily identified and it 

can be addressed later. Black box testing is done based on the end-user perspective. The main importance of black box testing it 

handles both valid and invalid inputs from the customer's perspective. The main advantage of black box testing is that, testers no 
need to know a specific programming language, not only a programming language but also knowledge of implementation. In 

black box testing, both programmers and testers are independent of each other. 

III. REVIEW OF LITERATURE 

A. Keller and H. Ludwig [1] use illustrations of detail dialects for QoS perspectives in the web Service area are: Web Service 

Level Agreement (WSLA), the timed Web Service Constraint Language (timed WSCoL) which is near an ongoing fleeting 

rationale, the Web Service Management Language (WSML) and the Web Service Offerings Language (WSOL). 
 

D. Ardagna and B. Pernici, [2] QoS Optimization or Adaptation Methods: Devising QoS-driven adjustment strategies of SBSs are 

of most extreme significance in the conceived element environment in which SBS work. A significant portion of the proposed 

strategies for QoS-driven adjustment of SBS location this issue as a Service determination issue. 

 

Epifani, C. Ghezzi, used[3] method to approve the QoSMOS approach we utilize a comparable acceptance technique and perform 

analyses and recreations given usage of a Service based framework for remote therapeutic help called TeleAssistance. 
 

A. Aziz, V. Singhal, C. Baier[4] To check if a Markov model fulfills its QoS prerequisites, numerical/typical and methods have 

been produced, and broad instrument backing is accessible 

 

A. Aziz, V. Singhal[7] presents, formal QoS determination can be accomplished utilizing formalisms like continuous and 

probabilistic worldly rationales timed Life Sequence Charts, probabilistic and timed Message Sequence Charts, Performance 

Trees or Probabilistic/Timed Behavior Trees. 

 

S. Gallotti, C. Ghezzi[8] and D. A. Menasc Interestingly, some different methodologies concentrate on the best way to focus the 

QoS characteristics of a composite framework, given the QoS conveyed by its sub-Service. Cases can be found in where, 

beginning from the BPEL business procedures demonstrated by UML movement charts or by direct non-cyclic diagrams, 

execution models taking into account primary lining systems or unwavering quality models have given Markov models are 

determined. 

 
Liangzhao Zeng1, Boualem Benatallah[11], tell a middleware stage which discovers the issue of selecting Web Service with the 

end goal of their arrangement in a manner that boosts client fulfillment communicated as utility capacities over QoS qualities 

while fulfilling the requirements set by the client and by the structure of the composite Service. QoS includes various 

measurements and the way that the QoS of composite Service is dictated by the QoS of its essential segment Service. 

. 
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IV. PROPOSED Work 

Fig. 1 System Architecture 

QoSMOS augments the standard SBS architecture with a component termed an autonomic manager. This component employs the 

autonomic computing monitor-analyze-plan-execute loop. The particular workflow was derived in the planning stage of the 

QoSMOS, this workflow is used as a replacement for the one that the workflow engine was previously executing. A standard 

workflow engine can run multiple workflows, and dynamic workflow modification can be emulated by running a new version of 

a QoSMOS workflow next to the old version. the quality models in QoSMOS represent the overall system architecture, so it is 

possible to detect requirement violations generated by different causes and not only related to unexpected behaviors associated 

with single services[2] 

IV. SCOPE 

Our system uses a frame for managing the quality of service of self-adaptive systems. System can use an autonomic design that 

combines formal specification of QoS requirements, model-based QoS evaluation, monitoring and parameter adaptation of the 

QoS models, and planning and performance of system adaptation. Also our plan to enrich the implementation by enlarging the set 

of supported models, integrating black-box monitoring techniques. 

V. THE OBJECTIVE OF PROPOSED WORK 

• Study of SBS and Markov decision. 

What is SBS & Hidden Markov model, why QosMOS, 

• To Implement of Autonomic architecture for combining formal specification 

Different formal specification of QoS requirements, model-based QoS evaluation, monitoring and parameter adaptation 

of the QoS models will be studied, and the planning and execution of system adaptation. 

• To enrich the ongoing implementation by Enlarging the set of supported models 

To enrich the ongoing implementation by enlarging the set of supported models (e.g., Markov Decision Processes, etc.), 
integrating black-box monitoring techniques. 

• To increase the coverage of events that can occur at runtime 

The extension of the quality criteria, considering other essential QoS attributes like availability and reliability. Also, it is 

planned to investigate different self-adaptive properties and extend the original framework, to increase the coverage of 

events that can occur at runtime. 

VI. METHODOLOGY 

A. QoSMOS 

QoSMOS utilizes methods and tools for monitoring service-based systems and determining the parameters of their 

model(s) from the observed performance of the system. QoSMOS adds self-adaptation capabilities to service-based systems 

through continuous verification of quantitative properties at run-time derived from high-level, user-specified system goals 

encoded with multi-objective utility functions. The self-adaptation capabilities include service selection, run-time reconfiguration, 

and resource allotment [3]. Consequently, QoSMOS subsumes most of the existing procedures. 
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B. Hidden Markov Model (HMM) 

Hidden Markov Model is a universal tool for modeling time series data. They are used in nearly all current speech 

recognition system, in numerous applications in computational molecular biology, in data compression a hidden Markov model is 

a tool for representing probability distributions over a sequence of observations[5]. 

VII. MODULES 

This section introduces the generic QoSMOS architecture of an adaptive service-based system and describes its realization using 

existing tools and components. As QoSMOS extends existing service-based systems with the capability to adapt dynamically, we 

start by presenting the standard architecture of a service-based system (SBS). 

a. Module 1: Operational Model 
The workload of individual concrete services and the resources allocated to these services (e.g., CPU, memory and 

bandwidth). Note that this is possible only for in-house services; these Characteristics cannot be monitored for third- 

party services. This information is used to build and/or to update an operational model of the SBS, an initial version of 

which can be provided by the developer of the service-based system. The model updates happen periodically or when the 

monitor identifies significant changes in the parameters of the system. 

 

b. Module 2: Autonomic Manager 
This component employs the autonomic computing monitor-analyze-plan-execute (MAPE) to ensure that the SBS adapts 

continually in order to achieve a set of high-level, multi-objective QoS requirements specified by its administrator. 

 

c. Module 3: Resource Allocation 
Dynamic resource allocation can be achieved by load balancing the requests for a concrete service among a dynamically 

chosen set of physical servers that run instances of the services. 

 

d. Module 4: Service-Based System 
SBS users can be humans that access the system through a suitable user interface or software components.In the former 

scenario, the developer and user roles represented as different entities. ASBS can employ both services that are run and 

administered internally by the service that implements the SBS (i.e., in-house services), and third-party services accessed 
over the Internet. 

 

The black box monitoring involves monitoring of: 

1) The performance (e.g., response time) and reliability (e.g., failure rate) of the SBS services. These parameters can be 

monitored for both in-house and third-party services. 

2) The workload of individual concrete services (e.g. their request inter-arrival rates) and the resources allocated to these 

services (e.g., CPU, memory and bandwidth). 

 

 
VIII. A HIDDEN MARKOV MODEL (HMM) ALGORITHM[6] 

A Hidden Markov Model (HMM) [13]Ø is the triple <Ps; Ptt; PTwi>, where 

• ps(t0) is the probability that we start with some tag t as t0, 

• ptt(ti j ti-1) is the transition probability from ti-1 to ti, and 
• ptw(wi j ti) is the probability of generating wi from ti. 
We set ps(0) = 1:0 and ptw(0 | 0) = 1:0. As a result, we can now ignore ps, and our HMM is represented by the tuple 
<ptt;ptwi> 

IX. Results & Discussion Service based system module implemented using user-software interface. Also 
administration internally by the services will implement using this module. Below Figure Shows the Home Page 
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This section empirically evaluates the QOSMOS Capabilities described in the context of the TaskCompletion (task-com) 

services shown in Figure 1 including 

(1) a Task Completion Service that receives incoming information, 

(2) a Manager Service that matches incoming information to registered Tasks, 

(3) an Archive Service that inserts information into a persistent database, 
(4) a Query Service that handles queries for archived information, and 
(5) a Dissemination Service that delivers manager information to subscribers and query results to querying 

clients. 

Below we present the results of the following five sets of experiments conducted to evaluate the efficacy and performance of the 

task-com IM services implemented using the QOSMOS QoS management services: 

• Evaluate the effect of CPU overload conditions on the servicing of information to demonstrate QOSMOS ’s 

differentiated services. 

• Evaluate the effects of a shared bandwidth resource with high service contention and show how QOSMOS 
provides predictable service despite the contention (both experiments are contrasted with a baseline of the pub- 
sub IM services without QOSMOS management). 

• Evaluate the performance of applying new policies to QOSMOS’s management infrastructure and QOSMOS’s 

ability to change policies dynamically and efficiently to handle many users and policy rules. 

All experiments were run using the windows operating system over dual core 2.8 Ghz i3 processors with 4 GB RAM and gigabit 

Ethernet. Each experiment was conducted on three nodes: one for client, one for task, and one for QOSMOS services. 

 

a. Experiment 1: Evaluating QOSMOS’s Differentiated Service During Task Overload 

This experiment evaluated QOSMOS’s ability to differentiate service to important clients and information during task overload 
situations. The information brokering and query services are the most task intensive services. Each task or query has a predicate 

(specified in XPath or XQuery) that is evaluated and matched against metadata of newly published (for information brokering) or 

archived (for query) information objects. The experiment used three task and three clients (one each with high, medium, and low 

importance), with each subscriber matching the information objects from exactly one client. To introduce task overload, we 

created an additional 150 task clients with unique predicates that do not match any objects. These subscriptions create task load 

(in the form of processing many unique predicates) without additional bandwidth usage (since the predicates do not match any 

IOs, no additional messages are disseminated to subscribing clients). We then executed two scenarios: one in which all task load 

is caused by low priority information and the other in which task load is caused by all information (high, medium, and low 

importance). In the first scenario, the high and medium importance publishers publish one information object each second (1 Hz), 

while the low importance publisher publishes 300 information objects per second (300 Hz). The evaluation of the 153 registered 

predicates against the metadata of the two high and medium importance information objects is well within the capacity of the 

task, while the evaluation of the 153 registered predicates against the 300 low importance information objects (a total of 45,900 
XPath/XQuery searches per second) is more than the task can handle. Figure 1 shows a comparison of the number of high and 

medium importance information objects in the baseline services running over with QOSMOS management. The baseline does 

not differentiate the operations competing for the overloaded task. As a result, therefore, only slightly more than half of the high 

and medium importance information is delivered (.58 Hz for both high and medium publishers). As a result, they achieved a rate 

of .99 Hz for both the high and medium information client, nearly the full 1 Hz publication rate, prioritizing both over the low 

importance information that is 
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Figure 1. Differentiation among High and Medium Importance Clients in a task Overload Scenario. 

 
 

overloading the system. The baseline system processes the low importance information at 16.28 Hz, while the system with 

QOSMOS services processes them at a rate of 13.59 Hz, which indicates there is significant priority inversion in the services 

running over the baseline JBoss, i.e., lower priority information is processed when there is higher priority information to process. 

In the second scenario, all three publishers publish at a rate of 20 information objects per second (i.e., 20 Hz). This experiment 

overloads the task with predicate matching of information from high, medium, and low importance publishers, each of which is 
sufficient by itself to overload the task of our experiment host. Figure 2 shows how the IM services running on the baseline 

system exhibit no differentiation, processing almost equal rates of high, medium, and low importance information (5.9 

information objects per second). In contrast, the QOSMOS services cause the services and to provide full differentiated service, 

with the high importance information being processed at the much higher average rate of 15.52 information objects per second. 

Meanwhile, medium and low importance information are not starved, and medium importance information is processed twice as 

often (0.2 Hz) as low importance (0.1 Hz). 

 
 

Figure 2. Differentiation in Second task Overload Scenario with Each client Type Overloading the System with Information. 

 

b. Experiment 2: Evaluating QOSMOS ’s QoS on Resource capability link 

Outgoing messages from the Dissemination Service to requesting clients and incoming messages to the Submission Service from 

publishing clients are the most bandwidth intensive services. This experiment forced a resource capability bottleneck by 

constraining the shared resource available from the Dissemination Service to all requesting clients. We then evaluated the ability 

of the services to use this constrained resource for important outgoing workload when utilizing with QOSMOS management. 

After constraining the outgoing capability, we ran three task, publishing two information objects with payload each second, and 

twelve subscribers, each with identical predicates that match all published information (i.e., all subscribers are interested in the 

data being published by all three publishers). This configuration ensured that the predicate processing (i.e., the task) is no longer a 

bottleneck. Each information object was delivered to 12 subscribing clients, resulting in over to get through the available capacity. 
Four of the 12 client/subscriber were set to high importance, four to medium importance, and four to low importance. Figure 3 

shows that the services running on the baseline JBoss do not differentiate between the important subscribers and the less 
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important subscribers, i.e., all subscribers suffer equally in JMS. The services running on JBoss with QOSMOS provides similar 

overall throughput, but with better QoS to subscribers that were specified as the most important. 
 

Figure 3. Subscriber/Client Differentiation during capability constrained Operation. 

 

c. Experiment 3: Evaluating QOSMOS ’s Policy Change Dynamism and Scalability 
This set of experiments evaluated QOSMOS ’s dynamism and scalability, measuring (1) how quickly policy changes can be made 

and distributed to the LQM services in QOSMOS and (2) how the time to change policies scales with the number of users and 

existing policies. The first experiment measured the time to add and distribute a policy when the number of existing policies is 2, 

10, 100, and 300. Figure 4 shows that the time required to check the new policy against existing policies and apply the policy 

change scales well with the number of policies existing in the store. In fact, the slope of the line decreases as the number of 

existing policies increases. The next experiment measured the time needed to add and distribute a policy as the number of client 

connections increases. We made a policy change with 2, 10, 100, and 500 client connections and measured the time that elapsed 

before the policy took effect. The results in Figure 5 show that the time needed to effect a policy change scales well, with 

subsecond times to effect a policy change even with several hundred connections. Further testing showed that this linear trend 

continues when both large numbers of clients and existing policies exist at the same time, with the existing policies in the store 

being the primary bottleneck. QOSMOS ’s ability to quickly apply policy changes during run time adds dynamic control and 

responsiveness to the IM policy infrastructure. 

 
Figure 4. Time to Add a Policy Compared to the Number of Policies. 

 

X. CONCLUSION 

This paperwork was guided and supported by Mr Rahul Mirajkar & Mr. S. Shinde Sir. In this paper, we have presented 

QOSMOS is an effective platform for providing QoS as a normal feature of IM services. QOSMOS includes a high-level 

QoS policy language, mapping of policies to enforcement points and QoS mechanisms, dynamic task and resource 

management, aggregation of competing resource demands. 
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